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The Context of Achievement Gaps – From Equality to Equity 
 
Equality in education, careers, and other 
important opportunities has been a hallmark of 
American democracy, including ideas of 
pluralism, equal protection, and due process – 
as opposed to opportunities based on income, 
gender, ethnicity or race, language, or other 
demographic characteristics. We value 
equality in opportunities and access, as well as 
equality in process and outcomes. Access to 
high quality educational opportunities is a 
strong predictor of positive educational 
outcomes, including achievement, high school 
completion, and access to undergraduate 
education and more. 
 
Many stakeholders have vested interests in the 
pipeline preparing skilled individuals needed 
to fill various occupations. These stakeholders 
are youth and families seeking opportunities 
and financial stability, happiness and 
wellbeing; educators and community-based 
organizations supporting youth, families, and 
communities; employers seeking highly 
prepared skilled employees; and government 
officials and policy makers interested in 
economic growth and development. The 
condition of our nation’s education system has 
a profound impact on a number of interrelated 
areas. For instance, a recent publication from 
the Center for American Progress1 estimated 
that closing educational achievement gaps 
between native-born white children and black 
and Hispanic children would result in an 
additional 5.8 percent, or nearly $2.3 trillion, 
increase in the US economy by 2050. 
 
Although equality is a shared value in the US, 
achievement gaps exist through historical, 
generational, and systematic inequalities – 
suggesting that equality may not result in 
equitable outcomes. We recognize that 
equality is not the same as equity; one size 
does not fit all. Inequities in employment, 
income, housing, health, and other arenas, 

lead to education gaps emerging even before 
children enter kindergarten2 and stubbornly 
persisting through the P-20 school system3. 
We face increasing racially-based education, 
housing, and economic segregation4. In most 
urban areas, we find centers of concentrated 
poverty. Rural areas also face forms of 
poverty, limited support services and 
resources, and segregation. 
 
Often overlooked are the 300 American Indian 
reservations across the United States. 
Minnesota is home to over 7,050 American 
Indians, accounting for 1.3% of the state’s 
population which is slightly higher than the 
national proportion of 1.2%5. In Minnesota, 
approximately 2.3% of students are American 
Indian or Alaskan Native6. 
 
The negative effects of concentrated poverty 
seem insurmountable as experienced by 
families and youth. Monitoring educational 
access, opportunities, and outcomes is an 
important policy tool, to evaluate the extent to 
which we reach the goals of greater equity, 
and to evaluate the extent to which public 
policy and practice support those same goals. 
Analysis of achievement gaps allows us to 
report on these goals and monitor our efforts 
to achieve equity. 
 
The No Child Left Behind Act (ESEA 2001) 
created a federal accountability system 
mandating the measurement and reduction of 
achievement gaps for K-12 students in several 
important groups based on race/ethnicity, 
socio-economic status, English language 
proficiency status, and special education 
status. The accountability rules and guidelines 
increased awareness of achievement gaps for 
these groups and raised questions of how to 
properly measure and report on the gaps. The 
recent reauthorization (ESSA)7 continues the 
role of measurement and testing. 
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Purpose of this Guidance Document 
 
 
Given the national context and the use of 
achievement gap measures in federal and 
MN accountability systems, we created this 
guidance document as a means to develop 
some consensus regarding the estimation 
and reporting of achievement gaps based on 
a review of the literature and evaluation of 
approaches currently used in Minnesota. 
 
To provide sound guidance, we clarify the 
extent to which ambiguity in our definitions 
and methods of identification of student 
groups interferes with consistent estimation 
and reporting. We provide methodological 
advice on analysis and estimation of gaps. 
Finally, we offer guidance on reporting and 
communicating results – in an effort to 
maximize meaning, relevance, and utility of 
such information. 
 
These three sections are offered as guidance 
– and must be reviewed in the context of 
local schools and communities. It must be 
emphasized that there is not a singular best 
method of estimation and reporting for all 
situations. Therefore, the reasons for any 
decision made on how to estimate and report 
achievement gaps should be made explicit 
when disseminating information. Doing so 
will help clarify whether assessment scores 

are being appropriately interpreted and used. 
Transparency in process and decision 
making is critical. 
 
This document was developed through the 
collaboration of the University of 
Minnesota, including faculty and students 
from the Department of Educational 
Psychology in the College of Education and 
Human Development and the Minnesota 
Assessment Group, which consists of 
Minnesota school district research, 
evaluation, and assessment professionals. 
 
Core concepts around the issues of 
estimating and reporting achievement gaps 
were developed in workshops between 
December 2013 and January 2016. Early in 
this process, MAG members presented work 
from their districts to review current 
methods and approaches of estimation of 
achievement gaps and communication 
efforts. Additional sessions continued to 
uncover challenges in these areas.  
 
This guidance document is a direct result of 
that work and reviews of earlier drafts 
involving MAG members from around the 
state. 
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MN School Accountability 
 
 
On March 31, 2015, Minnesota’s ESEA 
(commonly known as NCLB) flexibility 
waiver was extended through the 2018-2019 
school year (USDOE, 2015). Under the 
flexibility waiver, Minnesota is exempt from 
the federal sanctions for not meeting 
Adequate Yearly Progress and the goal of all 
students meeting proficiency goals set by the 
original NCLB legislation.  
 
To receive the exemptions, however, 
Minnesota was required to set new goals of 
50% reduction in achievement gaps in 
reading and math for every student group by 
2017. 
 
Reduction in achievement gaps will also 
continue to be one of the four measures used 
in the Multiple Measurement Rating (MMR) 
given to schools and districts for the federal 
education accountability and monitoring 
system. 
 
In addition to MMR scores reflecting the 
extent to which achievement gaps diminish, 
the Striving for the World’s Best Workforce 
(WBW) state education accountability 
legislation was passed in 2013. This 
putputting forth a requirement for districts to 
close achievement gaps as a component of 
accountability at the state level. 
 
The WBW legislation requires school 
districts to develop plans (or consolidate 
existing plans) to meet five educational 
goals. 
 

The WBW goals are: 
• school readiness 
• grade-level literacy by third grade 
• no achievement gaps among 

racial/ethnic/poverty groups 
• high school completion 
• college/career preparedness 

 
Districts must also demonstrate community 
involvement in the preparation of the school 
plans and educational programming efforts, 
report annually back to the community, and 
submit annual summaries of progress to the 
Minnesota Department of Education. 
 
The need to appropriately, meaningfully, 
and usefully estimate and report 
achievement gaps has never before been 
required at this level. The stakes assigned to 
closing achievement gaps are high and 
timely. Minnesota continues to face some of 
the largest achievement gaps in the country 
while demographic distributions and 
achievement targets are constantly shifting.  
 
Many challenges present barriers to 
developing a consistent system of estimation 
and reporting, such as permeable district 
boundaries, dramatic shifts in student 
demographics, and ambiguous group 
definitions. Nonetheless, a standardized and 
consistent system of estimation and 
reporting is essential for appropriate 
interpretation of test scores and utility in 
making decisions. 
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A Working Definition of Achievement Gaps 
 
 
Achievement gaps represent the condition 
where achievement can be predicted by 
non-academic factors, such as race, 
ethnicity, income, or neighborhood.  
 
Whereas demographics are generally outside 
the control of schools, families, and 
communities – achievement is not. If this 
view is taken, to close achievement gaps is 
to eliminate the predictive power of 
demographic factors. 
 
However, this is not enough; we also need to 
maximize achievement outcomes for all. 
To be clear, the goal of closing achievement 
gaps is too limiting – a more rigorous, 
valuable, and perhaps necessary goal for the 
future of our communities is to elevate the 
educational achievement of all to a high 
standard and provide access and 
opportunities to higher education and 
desired careers to all who seek them. 
 

Keep in mind that achievement gaps are 
estimated in reference to groups of students, 
not individuals. High achieving students do 
not necessarily come from one background 
while low achieving students come from 
another, but rather there is variation in the 
individual achievement of students within 
each group. 
 
Whereas the trend for a group does not 
predetermine the achievement for all 
individuals belonging to that group, closing 
the achievement gap means that 
demographics should not even impact the 
likelihood of one’s access to opportunities 
and level of achievement. Furthermore, 
there always may be high and low achieving 
individuals; after all, individual differences 
are a hallmark of humanity. But individual 
differences should not be predicted by group 
membership. 
 

 
Validity of Score Interpretation and Use 
 
 
Is growth in reading ability between 3rd and 
4th grade an appropriate interpretation and 
use of scores from a science assessment 
taken in 5th grade? Clearly not. 
 
Is it appropriate to interpret the difference 
between the mean score of White students 
and the mean score of Black students on a 
math assessment as the differences in the 
average math skill and ability of the two 
groups? That seems more reasonable, 
conditioned on our interpretation of “math 
skill and ability”. 
 
Is it appropriate to use that group difference 
in scores as part of an evaluation of the 

quality and equitability of teaching being 
provided to students within a school? If it is, 
how was it determined to be an appropriate 
interpretation and use? 
 
Validity is the extent to which evidence and 
theory support the intended interpretations 
and uses of test scores and related data8. 
 
Validation is the gathering of evidence to 
support those interpretations and uses. There 
are two components of this validity 
conceptualization: an interpretation-use 
argument (IUA) and a validity argument. 
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The IUA is the articulation of the intended 
interpretations and uses (and intrinsic 
assumptions) of test scores. 
 
The validity argument presents the 
evidence to support the IUA. 
 
It is important to note that validity is not an 
either/or decision, but a matter of degree, 
such that deeper interpretations and higher 
stakes decisions require more rigorous 
evidence. As such, validity is not a 
characteristic of a test or measure, but is a 
characteristic of the inferences, assumptions, 
or uses of data (test scores). Every proposed 
interpretation or use requires validity 
evidence, such that no test or measure 
should be interpreted or used in unintended 
ways (i.e., in ways that do not have adequate 
evidence). Evidence for high stakes uses 
should be clear, consistent, and convincing. 
 
Traditional interpretations of test scores as 
indicators of achievement are generally 
supported through the evidence collected 
during the test development process and 
psychometric evaluation of test score 
quality. That is, we assume that the test is an 
appropriate tool to make inferences about 
what students know and can do relative to 
state standards, particularly when we have 
content-related evidence and evidence of 
score precision (reliability and standard 
errors of measurement). We also note that 
significant differences in scores exist among 
groups of students, indicating important 
differences in what certain groups of 
students know and can do. The use of state 
test scores in this manner addresses many 
stakeholders at local, state, and federal 
levels. Such interpretations inform, among 

others, educational and policy-relevant 
decisions regarding instruction and 
resources. Score use also addresses local 
evaluation of educational programming and 
instructional practices. 
 
Underlying the interpretation of 
achievement test scores as indicators of what 
students know and can do are important 
relevant assumptions. Perhaps most salient, 
we assume a uniform and consistent level 
of access to and engagement in high 
quality instruction relevant to curriculum 
providing opportunities to learn the 
content embodied in the state standards. 
 
This set of assumptions includes elements 
of:  
• High quality instruction based on teacher 

preparation and professional 
development, and school policies 
regarding instructional practices 

• High quality curriculum with content 
relevance, representativeness of the rigor 
required in the standards, and 
meaningfulness to students 

• Student engagement including the 
support and encouragement received in 
their schools, families, and communities 

• Test quality indicated by content 
representation and the absence of 
construct-irrelevant characteristics and 
bias 

 
The validity of these assumptions does not 
necessarily interfere with the inference 
regarding student knowledge and abilities, 
with the exception of test quality, but may 
interfere with the appropriateness of test 
score use. 
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Definitions and Identification of Student Groups 
 
When estimating achievement gaps based on 
group performance, we introduce another set 
of assumptions regarding the definition and 
classification of group membership. 

These assumptions must be examined to 
appropriately and meaningfully interpret and 
use test scores as intended. 

 
Race and Ethnicity 
 
Race and ethnicity are complex human 
characteristics. Race has traditionally been 
defined in narrow terms given phenotypic 
and continental origin. Asian, African, 
European, and Indigenous Indian (across the 
Americas) origins broadly classify 
individuals in ways that suggest greater 
variation between groups than might exist 
within groups. 
 
Similarly, because of the complexity of 
heritage from Latin American nations (not 
all Spanish speaking, such as Brazil), the 
federal government introduced the Hispanic 
label, which focuses on Spanish origin, 
whereas others use Latino perhaps for more 
linguistic relevance and inclusivity. The 
Latino identification, perhaps more than any 
other, has been known to be very 
heterogeneous in terms of racial background 
including people from Caucasian, Asian, 
African, and Indigenous origins. Therefore, 
when measuring the White-Latino 
achievement gap for accountability 
purposes, we are assuming that every 
student under the Latino label shares certain 
characteristics and experiences. In some 
schools and districts this may be a valid 
assumption whereas in others it may not. 
 
Relevant to this discussion of achievement 
gaps, race implies a history of exclusion and 
segregation, from the history of slavery to 
legalized education, housing, and 
employment segregation prior to the Civil 
Rights Act (1964), and more recent limited 

access to worker rights and wage protections 
for some types of workers. A recent 
theoretical framework for understanding 
race-based cognitive disparities proposed the 
following connections9: 
 Occupational segregation leads to 

income disparities. 
 Educational segregation leads to 

disparities in maternal education and 
verbal abilities. 

 Housing segregation leads to educational 
and occupational disparities. 

 
The researchers proposing this model found 
empirical evidence consistent with these 
propositions and the set of mediators they 
identified explained the disparities in White-
Black cognitive test scores. The mediators 
eliminating test score disparities included10: 
Maternal Advantage 

• Income, maternal education 
• Maternal verbal ability 

Parenting Factors 
• Maternal sensitivity 
• Acceptance 
• Physical environment 
• Learning materials 

 
Race not only played a role in determining 
Maternal Advantage, but also resulted in 
culturally specific parenting styles. Finally, 
there was a direct effect of Maternal Verbal 
Ability on child cognitive ability, a verbal 
socialization effect. 
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Heterogeneity of groups 
 
Racial/ethnic groups are nor homogeneous. 
Individuals, families, and communities are 
becoming increasingly multi-racial. In the 
2013 Minnesota Student Survey, of over 
162,000 students in grades 5, 8, 9, and 11 
approximately 7.5% self-identified with 
multiple racial/ethnic categories and 10.4% 
identified with an ethnicity only (Latino, 

Somali, Hmong) and no racial group. 
Furthermore, Table 1 shows that every 
racial/ethnic group contains members that 
also consider themselves multi-racial. For 
example, whereas 1489 11th grade students 
identified as American Indian, only 18% of 
them identified as American Indian only. 
 

 
Table 1 
Racial Identification from the 2013 Minnesota Student Survey (percentages within row) 
 

Race Grade 
American 

Indian Asian Black 
Native 

Hawaiian White N 
% of Grade 

Total  
         

American 
Indian, 
Alaskan 
Native 

5 36.8 3.0 11.0 2.8 47.1 2765 6.9 
8 22.7 3.3 18.7 3.4 62.2 2728 6.4 
9 19.9 2.9 17.8 2.8 66.0 2509 5.9 

11 18.3 2.6 21.2 2.2 68.2 1489 4.0 
         

Asian 5 3.0 77.8 2.6 1.2 17.0 2759 6.9 
8 3.1 72.3 5.5 2.5 21.3 2850 6.7 
9 2.4 75.3 4.4 3.0 18.7 2993 7.1 

11 1.4 80.9 2.7 2.1 15.1 2653 7.2 
         

Black, 
African, 
African 
American 

5 7.7 1.8 73.3 1.4 16.6 3946 9.9 
8 12.7 3.9 59.6 2.4 29.5 4013 9.4 
9 11.9 3.5 58.9 2.8 30.5 3763 8.9 

11 11.2 2.5 64.0 2.1 27.3 2814 7.6 
         

Native 
Hawaiian, 
Pacific 
Islander 

5 18.7 7.9 13.6 27.5 40.7 418 1.0 
8 20.3 15.7 21.1 17.2 43.1 459 1.1 
9 14.2 18.0 20.8 17.4 44.9 499 1.2 

11 10.3 17.6 18.8 22.9 43.9 319 0.9 
         

White 5 4.3 1.6 2.2 0.6 88.5 30073 75.5 
8 4.9 1.7 3.4 0.6 87.2 34871 81.4 
9 4.8 1.6 3.3 0.6 87.8 34778 82.1 

11 3.3 1.3 2.5 0.5 90.6 30829 83.4 
Note: Values outlined in the diagonal are percent of students for a given grade reporting one race 
only. The sum of the % of Grade Total across the five races for a given grade will be greater than 
100% because students can select multiple races. 
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Students were asked separately about Latino, 
Somali, and Hmong ethnic heritage. Table 2 
includes the racial categories identified by 
students given their ethnic identification. For 
example, 2980 fifth-grade students identified 
as having some Latino heritage; and among 
those students, 42.5% reported no racial 
identification (whereas 11.2% also reported 
to be American Indian, etc.). In contrast, 

about 80% of Somali students also identified 
as Black, African, or African American, and 
over 90% of Hmong students also identified 
as Asian. But we also observe that at least 
some students in every ethnic group 
identified as part of other racial groups. 
There were also a very small number of 
students who reported as belonging to 
multiple ethnic groups (not reported here). 

 
Table 2 
Ethnic and Racial Identification from the 2013 Minnesota Student Survey (row percentages) 
 

Ethnicity Grade 
American 

Indian Asian Black 
Native 

Hawaiian White 
No Race 
Identified N 

% of Grade 
Total 

          

Hispanic, 
Latina/o 

5 11.2 2.2 7.8 3.4 40.9 42.5 2980 7.5 
8 11.1 2.7 10.1 3.9 45.3 39.3 3468 8.1 
9 10.9 2.6 8.9 4.3 43.6 42.3 3085 7.3 
11 8.6 2.4 7.6 2.9 44.1 44.6 2285 6.2 

          

Somali 5 3.2 1.7 77.4 0.8 10.3 9.2 716 1.8 
8 2.3 1.7 79.5 1.5 9.3 10.3 526 1.2 
9 2.5 5.5 81.2 2.8 10.8 5.7 436 1.0 
11 2.6 3.8 79.2 2.3 9.0 7.5 346 0.9 

          

Hmong 5 1.9 91.1 1.8 0.7 6.8 2.5 1015 2.5 
8 0.6 93.7 1.8 0.8 5.2 2.1 907 2.1 
9 1.4 92.0 2.2 1.6 4.1 2.8 1179 2.8 
11 0.4 94.0 1.2 1.0 2.2 3.1 1152 3.1 

 
Usefulness of Racial and Ethnic Groups 
 
Minnesota experiences strong immigration 
trends from areas including Latin America, 
Southeast Asia, and Africa. Because of the 
size and unique characteristics of these 
communities, they are important and relevant 
groups within the classifications typically 
used. For a growing number of districts, the 
categories used by MDE (consistent with 
federal guidelines) are becoming less useful 
or meaningful. Although classified under the 
racial/ethnic group of Asian/Pacific Islander, 
score trends for Hmong students tend to be 
different than students from Chinese or 

Korean backgrounds. Yet, these differences 
are not accounted for through a broad Asian 
class. Similarly, we have seen a substantial 
increase in the number of Somali students, 
classified as Black/African American/African 
by MDE. Score trends in the Somali 
community may vary differently than other 
students who also identify as Black. The 
degree to which this impacts interpretation 
and use of scores for estimating and reporting 
achievement gaps depends on the size and 
uniqueness of the communities within a 
given district. 
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Generational Status 
 
The trend toward multiracial families and 
communities is tied to another important 
factor: generational status. In many cases, 
particularly regarding immigrant families and 
communities, generational status is perhaps 
more important and relevant regarding 
educational planning and programming. 
Three students who identify from the same 
racial/ethnic group might still have very 

different educational experiences because 
one student is a recent immigrant, one was 
born locally but to immigrant parents, and the 
family of the third student has lived in the 
area for multiple generations. Whether 
generational status will play a role in 
understanding and estimating achievement 
gaps will depend on the demographic 
characteristics of a given district. 

 

 

Take 

Away 

Point 

 
The five racial/ethnic groups used in the Minnesota and federal accountability and 
monitoring systems may not be representative of the demographics actually 
present in a given school or district. When estimating achievement gaps, districts 
should be sensitive to the possible heterogeneity within racial/ethnic groups, 
impact of generational status, and account for distinct communities that exist 
within the district. When reporting on achievement gaps, how groups are defined 
and the assumed characteristics accompanying that definition must be made 
explicit, as well as any distinctions not accounted for by the classification system 
used. To be useful to schools and communities, we must provide descriptions to 
capture the full variability and complexity of student characteristics. 
 

 
 
Socio-Economic Status 
 
We have long been dissatisfied with the use 
of weak indicators for Socio-Economic 
Status (SES) such as eligibility or enrollment 
in free and reduced lunch (FRL) programs. 
Such enrollment is a function of income, but 
arbitrarily dichotomizes a continuous range 
of income. SES, income, and eligibility for 
FRL are also temporal and may change over 
time. This is particularly impactful when 
looking at gap changes over time. Students 
who were originally classified as FRL might 
not be at a subsequent time point. 
Furthermore, the change in classification 
might not be due to an actual change in 
income, but rather family or student choice to 
apply for FRL. 
 

In some communities and some families the 
act of asking for FRL is unpalatable or 
stigmatizing and so some do not apply for 
FRL even though they qualify. The often 
poor information regarding income and 
eligibility for FRL means the use of FRL as a 
proxy for SES can be biased and the 
inferences based on the relation between FRL 
and test scores may be inappropriate. 
 
Missing SES data are also common 
regardless of the measure used. Families may 
desire to keep income information private, 
especially if it is at the upper or lower end of 
the SES spectrum. This leads to biased 
estimates related to income. 
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Another complication in the interpretation of 
SES as a classification category is its close 
alignment with race/ethnicity and location of 
residence. These variables present non-
ignorable confounds. We recognize that 
Minnesota faces one of the largest income 
gaps in the nation, particularly between 

White and Black residents which creates a 
confound that interferes with the 
interpretation of differences in SES groups 
and differences in racial/ethnic groups. When 
racial, housing, employment, and economic 
segregation coincide, it is impossible to 
separate one from the other. 

 

 

Take 

Away 

Point 

 
Income differs on a continuous measure, yet students are often categorized into 
two groups – low-income and high-income. Doing so ignores the variability of 
incomes within the groups which can lead to inappropriate interpretations of score 
differences. Therefore, it is important that estimates of achievement gaps be 
sensitive to potential misclassification, systematic missing data related to SES, and 
accounting for variables possibly confounding with SES. 
 

 
 
English Language Learner Status 
 
Researchers have long argued that using ELL 
status as a category for the purpose of 
accountability monitoring is an important 
tool for improving equity in access, 
opportunities, and outcomes for a group of 
students historically ignored. However, there 
are a number of difficulties hindering 
accurate measurement of achievement of 
ELL students11. First, students classified as 
ELL are heterogeneous in a number of 
dimensions including level of English 
proficiency, parents’ level of English 
proficiency, native language, proficiency in 
native language, country of origin, and 
previous formal education. Consequently, 
inferences drawn from test scores might not 
be appropriately generalizable to all students 
classified as ELL. 
 
Another difficulty is that there is variation in 
the consistency and accuracy with which 
students are identified as ELL. In some areas 
ELL status is a temporary category for 
students who, with increasing English 
proficiency, are then reclassified as non-ELL. 
In other areas, ELL status is classified in 

terms of current ELL, previous ELL, and 
non-ELL (the student never received ELL 
services). Additionally, because students who 
reach English language proficiency are able 
to access the general curriculum and are no 
longer classified as ELL, the ELL group 
tends to remain less-proficient over time, 
including the most recent immigrants who 
keep this classification a moving target. 
 
A third issue is, as many researchers have 
claimed, that achievement tests are unduly 
influenced by language proficiency (while 
not necessarily a measure of language 
proficiency), thus underestimating the true 
academic knowledge of ELL students. 
Although the onus of building evidence for a 
test measuring knowledge equally across all 
student groups is on test developers, it is an 
issue that those estimating and reporting on 
achievement gaps must consider. 
 
As found in the case of low-SES students, 
ELL status presents a confound in many 
cases, particularly among communities where 
immigration is more common, with large 
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numbers of Southeast Asian, African, and 
Latino students. In some (rural) schools, all 
ELL students are also Latino students 
resulting in complete overlap, counting these 
students twice in accountability metrics. 
Educational researchers provided an early 
critique of the NCLB regulations regarding 
this point, noting that schools with higher 
levels of diversity face multiple instances of 
jeopardy. For instance, for some schools in 
Minnesota, if they receive a low achievement 
gap reduction score in the MMR calculations 
for failing to close the achievement gap for 

ELL students, they are likely to also receive a 
low score for failure to close the gaps for 
other student groups, such as Latino students 
or students from families with low-incomes. 
 
Researchers have also provided important 
insights and tools to more effectively meet 
the instructional and learning needs of ELL 
students. A recent research-to-practice brief 
provides a summary of some of these 
findings and recommendations12. 
 

 
 

 
Take 

Away 

Point 

 
There are a number of issues that make estimating achievement, and therefore 
gaps in achievement, for ELL students difficult: 
1. The heterogeneity of students classified as ELL 
2. The inconsistency in the identification of ELL students 
3. The possibility of inappropriate language-based influence on test performance  
4. ELL status often confounded with racial/ethnic group and SES 

 
When estimating and reporting on achievement gaps regarding ELL students it is 
important to: 
1. Describe the demographic composition of the ELL group. 
2. Describe how ELL students are identified and classified 

This will help clarify if inferences from test scores can be appropriately 
generalized across the entire group and whether ELL status is likely to be 
confounded with another student group of interest. 

3. Monitor performance of ELL students throughout their educational career, 
while receiving ELL services and after. 
This avoids the problem of the moving target, where students obtaining 
proficiency move out of this classification and new non-English speaking 
students take their place. 
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Special Education Status 
 
Educators and advocates have long argued 
for the inclusion of students receiving special 
education services in accountability systems 
even though federal regulations required it 
before NCLB. Despite federal regulations, 
students in special education programs were 
often ignored and, in some cases, such 
programs simply provided childcare with 
little if any curriculum-based instruction. 
Consequently, estimating achievement and 
achievement gaps for students receiving 
special education services is complicated 
through variable access to the general 
curriculum. For most, integration into general 
education classrooms is the primary goal and 
services are provided to support access to the 
curriculum – to provide the least restrictive 
educational environment. 
 
In some cases, specific learning disabilities 
interfere with learning in ways that limit 
cognitive functioning, cognitive capacity, 
short- and long-term memory, attention, and 
other characteristics that facilitate learning. 
Although accommodations may be provided 
routinely, they may not provide full access to 
the assessment to the same extent that they 
provide access to the classroom curriculum. 
 
For students with the most significant 
impairments, alternate achievement standards 
may in fact be imbedded within 

Individualized Education Program (IEP) 
goals. These might include daily living skills 
at a functional level and acknowledge that 
some students will never live independently 
without significant assistance. In such cases, 
there may be very little access to the general 
curriculum. Given a wide range of levels of 
access and integration in the general 
education program, the interpretation of test 
scores for students with IEPs as a group 
becomes less appropriate and meaningful. 
 
Research also continues to show that 
minority, low-SES, and ELL students are 
disproportionately represented in special 
education. While MDE has specific criteria 
for placement in special education, districts 
and schools must ensure the criteria are 
applied appropriately to all students. 
Otherwise, achievement gap estimates will 
not only be confounded by demographic 
variables, but access to the full curriculum 
taught by a subject matter expert may be 
unnecessarily limited for these students. 
 
Although less frequent than in the case of 
ELL status, special education status can 
change over time. As students are evaluated 
given the goals set forth in their IEP, more or 
less intense services may be warranted. In the 
case of meeting one’s IEP goals, an IEP may 
be closed, ending special education services. 

 

 
Take 

Away 

Point 

 
Special education students provide a clear example, of how achievement gaps are 
a byproduct of unequal access and opportunity to learn a curriculum from a 
qualified subject matter expert. The special education group also illustrates the 
wide variability of achievement within the group that must be taken into account 
when making inferences about student knowledge and a schools’ ability to 
improve student knowledge. School districts should find meaningful groupings of 
students receiving special education services that are sensitive to the nature of the 
cognitive impairment and level of participation in the general curriculum. 
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Methodological Considerations for Estimation and Analysis 
 
There are a number of different methods to 
calculate achievement gap estimates and each 
method has certain benefits and drawbacks 
regarding statistical rigor and ease of 
reporting. The decision to use a particular 
method will depend in part on the type of 
inferences intended to be drawn from the 
information. The method chosen, and the 
assumptions associated with the method, will 
be part of the validity evidence collected in 
order to argue for the appropriateness of the 

intended interpretations and uses of the 
estimates. 
 
In this section attention is given to factors 
that can bias estimates and interpretations 
regardless of the estimation method chosen. 
There are a number of other factors that 
could potentially impact the analysis, but 
these are the more commonly encountered 
issues in achievement gap estimation and 
reporting. 

 
 
Proportion above a Cut Score – Percent Proficient 
 
One common approach to explaining 
achievement gaps on state tests (and tests like 
NAEP) is to use the reporting performance 
level categories, proficient or not proficient, 
based on a cut score and then present the 
percentage of students proficient in each 
group. On the Minnesota Comprehensive 
Assessments (MCAs), cut scores classify 

students into 4 categories based on their scale 
score: 
• Does not Meet Standards 
• Partially Meets Standards 
• Meets Standards 
• Exceeds Standards. 

 

 
Benefits 
 
Classifying student performance into 
categories simplifies the data in a manner 
understood by a broad audience making 
reporting assessment results relatively easy. 
Also, the school accountability system 
requires the monitoring and reporting of 

students meeting standards. The process of 
calculating the proportion of students who 
scored above or between various cut scores is 
also a fairly simple process that requires little 
knowledge of statistics. 
 

 
Drawbacks 
 
First, by categorizing scores, more sensitive 
information about student performance and 
variability is lost13, resulting in lower 
statistical power, and increased Type 1 
errors14. Second, dichotomizing data leads to 
a decrease in the reliability of measures15. 
Third, categorizing data can play havoc with 
measures of effect size, typically done in 
estimating achievement gaps (as shown 

below), therefore decreasing the usefulness 
of the simplification process16. 
 
Additional negative consequences of 
proportion above a cut score (PAC) 
methodology stem from the dependency on 
the location of the cut score on the scale. A 
cut score close to the mode of a group’s 
distribution will tend to have higher trend 
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magnitudes than if the cut score were closer 
to the tails of the score distribution17. This 
occurs simply because there is a higher 
likelihood of students crossing the cut score 
given the higher proportion of the students 
located in the middle of the distribution. As 
PAC is the method used by the majority of 
states to calculate AYP as mandated by 
NCLB, this has led schools and districts, 
intentionally or unintentionally, to focus 
resources on students close to the cut score 
and neglect lower performing students18. 
 

Another way PAC results are dependent on 
cut score location is that gap estimates will 
increase if the cut score is located closer to 
the mode of the higher achieving group or 
decrease if the cut score is closer to the mode 
of the lower performing group. Note that in 
this instance, the distributions of the two 
groups don’t change, only the location of the 
proficiency cut score. This means any 
changes in standard setting is likely to result 
in different PAC achievement gap estimates 
independent of actual student performance. 
 

 
Example and Implications 
 
Categorizing or dichotomizing data into 
performance levels might make some 
audiences more receptive to the results of 
complex data, the negative consequences, 
including inconsistent conclusions about the 
data, clearly outweigh most benefits. 
 
Consider the following example of two 
schools. For a particular student group, 
School A has an average reading scale score 
of 48, and 35% are proficient. For school B, 
the average scale score is 41, but has a 
proficiency rate of 50%. 
 
School Average Score % Proficient 

A 48 35 
B 41 50 

 
School B has a higher proficiency rate 
because of a large spread in scales scores for 
students, whereas scores have very little 
spread in School A. If we examined 
proficiency rates, we might conclude that 
School B is a better performing school, but 
we know that students in School A have a 
higher average scale score. 
 
 

This example demonstrates how the use of 
PAC (percent proficient) hides achievement 
patterns by failing to account for variability 
in scores which can result in grouping and 
classification error. Grouping error describes 
when students who are different in 
achievement are grouped in the same 
category, or those with similar achievement 
levels are grouped in different categories. 
 
For example, one student scores a 340 on the 
MCA reading test and is grouped in the 
Partially Meets category which ranges from 
340 through 349. Another student who 
obtains a score of 349 is also grouped in the 
Partially Meets category. The standard error 
of measurement (SEM) for these scores is 5 
points, indicating that a student with a 339 is 
more similar to the student scoring 340 (in 
two different categories) than is that student 
with the one scoring 349 (in the same 
category). Given the SEM of the scale score, 
students near the cut scores of 340 and 350 
might be improperly classified. In this case 
the student with a score of 349 might belong 
to the “Meets Standards” category, whereas 
the student who scored 340 might actually 
belong to the “Does not Meet” category. 
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 
Take 

Away 

Point 

 
Results of state achievement tests may yield valid interpretations of student 
knowledge and skills; however, when scores are categorized and aggregated they 
ignore score variability leading to numerous potential errors, and inferences 
become dependent on cut score location rather than the actual distribution of 
scores. Although reporting the proportion of students who have reached a 
proficiency level might be easily understood by the public, the methodology is 
lacking the validity evidence required to support inferences about achievement of 
student groups, gaps in achievement between groups, and judgments of school 
effectiveness19. 
 

 
 
 
Aggregated Mean Scores 
 
The aggregated mean provides a description 
of the location of a score distribution with a 

single number that can be used to make 
comparisons between groups. 

 
Benefits 
 
The aggregated mean, typically called the 
mean or the average, is a commonly known 
and easily understood statistic even to those 
with little statistical knowledge. This makes 
it a prime candidate for reporting on group-
level achievement and gaps in achievement 

between groups. It is more descriptive than 
percent proficient, since it indicates the 
location on the scale where the distribution 
of scores is located, not just the percent 
above a specific score point, but the location 
of the typical student. 

 
Drawbacks 
 
Using aggregated means as the sole 
indicator of group performance, ignores 
variability in score distributions that can 
severely impact inferences and conclusions 
drawn from the data. For groups that are 
based on smaller numbers, distributions can 
depart from normality and the mean 
becomes less descriptive of the central 
tendency of the distribution. When score 
distributions contain outliers, skewness, or 
other instances of non-normality, the mean 
score becomes an inaccurate and often 

misleading representation of group 
performance. 
 
When a total mean value is used for 
comparison purposes, if the student groups 
being compared differ in size or 
composition, further distortions in score 
interpretation can occur. A phenomena 
called Simpson’s Paradox is a profound 
example of how reliance on aggregated 
means can be detrimental. 
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Simpson’s Paradox 
 
Simpson’s Paradox20 occurs when the effect 
of an explanatory variable on an outcome 
variable is reversed when a third 
confounding variable is considered. When 
the confounding variable is omitted, student 
outcomes are improperly grouped and 
improper conclusions are made. 
 
Simpson’s Paradox can be illustrated using 
data from the 2013 NAEP assessment. Here, 
the outcome variable is average reading 
score, states are the explanatory variable, 
and race/ethnicity is the confounding 
variable. Minnesota 4th grade students had a 

mean score of 227, tied for 9th highest 
average scale score of the 50 states. Georgia, 
on the other hand, tied for 28th with a scale 
score of 222, as shown in Table 3. Despite 
the lower overall score, when disaggregated 
by racial/ethnic groups, we find that the 
mean score for every student group in GA is 
equal to or higher than the mean score for 
the corresponding group in MN. White 
students in GA performed equally well as 
White students in MN whereas Black, 
Hispanic, Asian/Pacific Islander, and 
Multiracial students in GA outperformed 
their counterparts in MN. 

 
Table 3 
An Example of Simpson’s Paradox from 2013 NAEP 4th Grade Reading 
 
 Average scale score (SE) % of the state population 
Race/Ethnicity Minnesota Georgia Minnesota Georgia 
White 233 (1.0) 233 (1.5) 72 44 
Black 208 (3.2) 209 (1.7) 9 34 
Hispanic 207 (3.1) 213 (2.0) 7 15 
Asian/Pacific Islander 223 (5.6) 245 (3.5) 7 4 
American Indian --  -- 1 -- 
Two or more races 215 (4.7) 223 (3.8) 3 3 
Overall 227 (1.2) 222 (1.1)   

 
Simpson’s Paradox arises because the 
racial/ethnic distributions of students in MN 
and GA are vastly different and confounded 
with performance. White students, on 
average, score substantially higher than 
students of color. As a result, the state mean 
score becomes correlated with the state’s 
proportion of White students. Since the 
proportion of White students in MN is much 
higher than the proportion in GA, MN’s 
mean score is weighted more heavily toward 
the mean score of the White students, who 
perform at a higher level than the Black and 
Hispanic students in GA comprising a 
substantial portion of its students. 

This highlights how using aggregated mean 
scores to make inferences can possibly lead 
to drawing erroneous conclusions because 
mean scores hide potentially important 
information. Within MN, there exists 
districts and schools with vastly different 
compositions of students based on a variety 
of demographic variables (e.g. ELL status, 
SES, SPED status). If any of these 
demographic variables are correlated with 
performance, then failing to account for 
them when making comparisons based on 
aggregated mean scores can produce 
misleading or reversed conclusions.
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 
Take 

Away 

Point 

 
The aggregated mean is a widely known and understood description of a 
distribution of scores; however, it does not provide information on the variability 
or distribution of scores. When relying solely on means for comparing groups, this 
often leads to, at best, inappropriate conclusions and, at worst, inferences that are 
opposite from what is truly occurring. Mean scores can still be an effective way to 
report scores, but steps must first be taken to ensure that the mean is an 
appropriate and accurate representation of the relevant group performance. 
 

 
 
Standardized Mean-Difference Effect Sizes 
 
Effect size estimates of group mean 
differences account for variation in groups’ 
score distributions and provide a standardized 
measure of the magnitude of differences. 
Cohen’s d is a common measure of mean-
difference effect size and is calculated as 
 

𝑑𝑑 =  
(𝑋𝑋�1 − 𝑋𝑋�2)

𝑆𝑆𝑆𝑆  

 
where 𝑋𝑋�1and 𝑋𝑋�2 are the mean scores for 
group 1 and group 2 respectively. The 
difference between these two means is then 
divided by a common or pooled standard 

deviation (SD). The resulting d statistic is 
measured in standard deviation units with 
larger values representing greater differences 
between the two groups. Cohen’s d could, 
theoretically, take any range of values, but in 
education we typically interpret a d-value of 
0.2 as a small difference, 0.5 as a medium 
difference, and 0.8 or higher as a large 
difference. An effect size of 0.8, for example, 
would be interpreted as a 0.8 standard 
deviation difference in mean scores between 
the groups being compared (the difference in 
means is as large as 0.8 of a standard 
deviation of scores). 

 
Benefits 
 
A broad audience is unlikely to be as familiar 
with achievement gaps reported as 
standardized mean difference effect sizes as 
compared to reporting aggregated means. 
Nonetheless, the interpretation that a larger 
effect size indicates a larger difference in 
scores should still be easily understood. More 
importantly, the use of effect sizes provides 
greater validity evidence for the inferences 
drawn from test scores than can be obtained 
through merely looking at aggregated mean 
score differences because it accounts for the 
variability in scores21. 
 
In Figure 1 below, the difference in group 
means in [A] is the same as the difference in 

[B]. Yet, in [A] the narrow distribution of 
scores for both groups results in less overlap 
in scores, and therefore, makes the difference 
in mean score significant. Conversely, the 
score distributions in [B] show considerable 
overlap meaning that the observed difference 
in scores is less significant. Effect size 
estimates are able to communicate the impact 
of score distribution whereas aggregated 
mean comparisons cannot. 
 
More importantly, standardized mean 
differences allow for meaningful 
comparisons across measures or groups. It is 
appropriate to compare magnitudes of d 
statistics across grades (grades 3-8), test 
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subject areas (reading versus math), or racial 
groups (White v. Black and White v. Latino) 

since the metric for each comparison is in 
terms of SDs. 

 

  
 [A] [B] 

Figure 1. Influence of distributions on the significance of mean score differences. 

 
Drawbacks 
 
Although there are many positives to using 
effect sizes to estimate and report 
achievement gaps, it is not a flawless 
methodology. The pooled SD used in 
calculating Cohen’s d assumes that the two 
groups being compared have equal 
population variance. If not, changes in 
standard deviations across multiple 
comparisons (e.g., across years or between 
various groups) can bias the estimate in favor 
of the group with the larger SD22. Therefore, 
it is better to use a common reference SD. 
For instance, when comparing racial/ethnic 
achievement gaps on the 3rd grade reading 
MCA, the SD used in all group mean-

difference effect sizes should be the observed 
SD based on all 3rd graders, not just the SD of 
the two groups being compared. 
 
Another potential issue with the use of effects 
sizes is that they are transformation 
dependent. Effect size estimations will be 
different if calculated with the raw mean 
scores as compared to scaled scores or 
percent proficient statistics. Although this is 
not inherently problematic, it is a 
characteristic of effect sizes that needs to be 
accounted for to ensure that achievement gap 
estimates are being calculated consistently 
throughout the entire analysis. 

 

 
Take 

Away 

Point 

 
Standardized mean-difference effect size estimates are an improvement over 
simple group-mean comparisons because they account for variability in score 
distributions and measure the magnitude of the differences in common standard 
deviation units. That being said, districts must still be sensitive to unequal 
population variances and any transformations used on the data that could impact 
the effect size estimates. Additionally, greater explanation of how to properly read 
and interpret effect sizes is likely required when reporting on achievement gaps. 
This is, however, a reasonable trade-off for reporting estimates that can be more 
appropriately used for making inferences and drawing conclusions. 
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Comparing Metrics and Measures 
 
The metric chosen has implications for the 
meaning and interpretation of gaps. In 
addition, communication of differences using 
displays of percent proficient or mean 
differences could be facilitated by using a 
common metric like standardized mean 

differences, the Cohen’s d effect size. Use of 
a common metric also allows for comparison 
of different measures, such as examining 
achievement gaps with NAEP versus MCAs, 
both in terms of percent proficient and 
average scale scores. 

 
Mean Scale Score Differences on MCAs 
 
First, consider achievement gaps on the 2013 
MCA Reading and Math tests for grades 4 
and 8, using Cohen’s d standardized mean 
differences as defined earlier, with White 
student performance as the reference group. 

An example interpretation is Black students, 
on average, scored 0.81 standard deviations 
below White students on the 4th grade 
Reading MCA, which is considered a large 
difference. These are reported in Table 4. 

 
Table 4 
MCA 2013 Racial Achievement Gaps based on the Standardized Mean Difference d 
 
 Reading 4 Reading 8 Math 4 Math 8 
Black -0.81 -0.78 -0.86 -0.90 
Hispanic -0.74 -0.69 -0.75 -0.74 
Asian -0.33 -0.37 -0.20 -0.10 
American Indian -0.73 -0.74 -0.74 -0.89 

 
 
Proportion Proficient Differences on MCAs 
 
An equivalent calculation can be made from 
percent proficient data using the probit d 
effect size for dichotomous data. Assuming 
an underlying normal distribution, dprobit will 
be an unbiased estimator of the population 
standardized mean difference in proficiency. 
This estimator behaved well under controlled 
simulation in comparison to six other 
estimators23. The standardized proportion-
difference effect size (dprobit) was computed 
using the Practical Meta-Analysis Effect Size 
Calculator24. 

The interpretation here is the proportion of 
proficient Black students is 0.86 standard 
deviations less than the proportion of 
proficient White students, also considered a 
large effect. Notice that in each case of group 
and test, the effect sizes are larger when 
using the standardized proportion difference 
(dprobit

), in many cases 0.10 (one-tenth of a 
SD) or more. These are reported in Table 5. 
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Table 5 
MCA 2013 Racial Achievement Gaps based on the Standardized Proportion Difference dprobit  
 
 Reading 4 Reading 8 Math 4 Math 8 
Black -0.86 -0.83 -0.96 -0.97 
Hispanic -0.80 -0.78 -0.86 -0.82 
Asian -0.38 -0.43 -0.31 -0.16 
American Indian -0.86 -0.78 -0.83 -0.97 

 
 
Standardized Differences in NAEP Results 
 
Using 2013 NAEP results, a slightly different 
pattern is observed with respect to these same 
metrics. In 3 of 12 cases, the d standardized 
mean difference is larger where most 
differences are within 0.05, except Asian 
Math 4 and Hispanic Math 8. Additionally, 

the proportion proficient rates on the NAEP 
tests are substantially lower than those on the 
MCAs (results for American Indian students 
are not reported because of small sample 
sizes). These results are reported in Tables 6 
and 7. 

 
 
Table 6 
NAEP 2013 Racial Achievement Gaps based on the Standardized Mean Difference d 
 
 Reading 4 Reading 8 Math 4 Math 8 
Black -0.69 -0.84 -0.90 -1.11 
Hispanic -0.70 -0.75 -0.85 -0.76 
Asian -0.27 -0.30 -0.30 -0.27 

 
 
Table 7 
NAEP 2013 Racial Achievement Gaps based on the Standardized Proportion Difference dprobit  
 
 Reading 4 Reading 8 Math 4 Math 8 
Black -0.73 -.89 -.91 -1.14 
Hispanic -0.66 -.74 -.85 -.94 
Asian -0.08 -.31 -.39 -.28 

 
 
Finally, there is the comparison of the 
magnitudes of achievement gaps between 
MCA and NAEP results given the two 
metrics (d and dprobit) through which to 

estimate gaps. Figure 2 illustrates this for 4th 
Grade Reading results. Notice the gaps are 
larger for MCAs than they are for NAEP. 
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Figure 2. Comparison of NAEP and MCA 4th grade reading achievement gaps by standardized 
mean (d) and proficiency rate (dp) difference effect sizes. 
 
 
Alternatively, consider Grade 8 results in 
Science, Math, and Reading, as three 
different subject areas. Figure 3 illustrates the 
achievement gaps in 2013 MCA results based 
on standardized mean differences (d) from 
White students as the reference group; Figure 
4 contains the same results for NAEP. 

In this case, some estimates of achievement 
gaps are larger for NAEP results than MCAs. 
Also, for most groups and on both measures, 
the gaps observed in Science are the largest 
(except for American Indian students where 
they appear to be about the same). 

 

 
Figure 3. Comparison of MCA 8th grade achievement gaps in Reading, Math, and Science 
standardized mean difference (d) effect sizes. 
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Figure 4. Comparison of NAEP 8th grade achievement gaps in Reading, Math, and Science 
standardized mean difference (d) effect sizes. Science scores are from 2011. 
 
Finally, trends are also influenced by choice 
of metric and measure. Figure 5 illustrates 
the variation in change in achievement gaps 
over time given two different measures 
(MCA and NAEP) and two metrics (d for 
mean differences and dp for proportion 

proficient differences). Very different change 
profiles are observed for the achievement 
gaps for Minnesota Black students based on 
different measures (MCA and NAEP) and 
metrics (mean score and proportion 
proficient). 

 

 
Figure 5. Comparison of NAEP and MCA 4th grade reading achievement gaps over time by 
standardized mean (d) and proficiency rate (dp) effect sizes. 
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All of the values used to create the displays 
in this section can be found in a companion 
document created for MAG, reporting 2013 

NAEP and MCA achievement gaps by 
race/ethnicity for MN students25. 

 

 
Take 

Away 

Point 

 
Different measures and different metrics may provide dissimilar estimates and 
interpretations of achievement gaps between groups and over time. Conversely, if 
multiple metrics and measures produce similar interpretations, reporting the 
estimates from multiple sources provides additional support for conclusions 
concerning achievement gaps. Regardless of the conclusion, it is important to 
describe to the audience the reason for choosing a certain metric or measure and 
how it facilitates estimation and comparison of gaps. 
 

 
 
Cross-Sectional v. Longitudinal Designs 
 
The design of an achievement gap study has 
an impact on the interpretations and 
inferences that can be made about gaps. With 
cross-sectional designs, data are collected at a 
single time point. In education this often 
means for a given school year, students 
across all grade levels are assessed. 
 

Cross-sectional designs allow inferences to 
be made about achievement gaps between 
groups at the time of measurement. They 
do not, however, allow for inferences to be 
made about achievement gap trends – how 
gaps might change over time. There are three 
approaches to longitudinal study design: 
trend, cohort, and panel designs. 

 
Trend Design 
 
Trend design is simply the use of multiple 
cross-sectional measurements, such as the 
typical reporting of 3rd grade proficiency 
rates over time. Although trend designs are 
often used to make inferences about changes 
in achievement gaps, these types of 
inferences are inappropriate because they rely 
on the assumption that 3rd grade students are 
from the same population each year – or that 
students entering 3rd grade begin with the 
same level of prior achievement or skill sets 
and are as equally prepared for learning as 
prior 3rd graders. In reality, not only does the 
proportion of students within each 
demographic group vary from year to year, 
but it is impossible to account for the 
variation in students’ educational experiences 
that could explain changes in the observed 

achievement gaps. Unfortunately, it is 
common for these types of inferences to be 
made from cross-sectional trend designs, 
often leading to erroneous conclusions. 
 
To illustrate the inappropriateness of using 
multiple cross-sectional measurements to 
identify trends, especially compared to the 
conclusions produced by the more 
methodologically sound cohort and panel 
designs, we use an example from the MCA-II 
Reading scores for grades 3-7 from 2008 to 
2012 for students in Minneapolis Public 
Schools (MPS) who identified as Black and 
White26. Table 8 contains mean score 
differences between Black and White 
students by grade and by year. The value in 
the Change column represents the change in 
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the Black-White achievement gap for each 
grade between 2008 and 2012. Based on the 
results, if looking at cross-sectional 
measurement trends, we would conclude that 
in five years MPS has made only small or 
negligible reductions in the Black-White 
achievement gap with the exception of 6th 

grade. However, such a conclusion relies on 
the often violated assumptions described in 
the previous paragraph. When compared to 
the conclusion produced by the more sound 
methods presented below, the danger of using 
trend design becomes clear. 

 
Table 8 
Black-White Gaps in MCA-II Reading Score Means by Grade and Year 
 

Grade 2008 2009 2010 2011 2012 Change 
3 -25 -26 -29 -26 -24 1 
4 -22 -23 -22 -22 -22 0 
5 -21 -21 -20 -18 -19 2 
6 -22 -20 -21 -19 -17 5 
7 -20 -24 -22 -20 -19 1 

Note: Change is the difference between the achievement gap in 2012 and 2008 for each grade. 
 
 
Cohort Design 
 
There is a significant amount of information 
that trend analysis does not take into account 
because it attempts to make comparisons 
between distinctly different groups of 
students (different populations) measured at 
different times. A slightly better, although 
not optimal, approach if only cross-sectional 
data are available is to look at how 
achievement gaps change for cohorts of 
students as they move across grades. 
 
Cohort analysis involves following a group 
over time, but the group membership 
changes. If the entire population of students 
at a given grade is the group, change in 
membership could be for any number of 
reasons, including student mobility or 

dropouts. If only using a sample of students 
each year, the group membership will change 
as a result of re-sampling each year. Using 
the same data from Table 8, compare the gap 
differences diagonally in Table 9 as opposed 
to horizontally. This results in a different 
picture of the gap trends. 
 
Students who were in 3rd grade in 2008, the 
cohort for whom we have the most data, 
started with a Black-White gap of -25, but the 
gap was reduced by two points in 4th grade, 
three points in 5th grade, and one point in 6th 
grade while holding steady in 7th grade; 
between 3rd and 7th grade, the Black-White 
achievement gap had been reduced by 6 
points. 
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Table 9 
Black-White Gap in MCA-II Reading Score Means by Cohort and Year 
 

Grade 2008 2009 2010 2011 2012 Change 
3 -25 -26 -29 -26 -24  
4 -22 -23 -22 -22 -22  
5 -21 -21 -20 -18 -19 4 
6 -22 -20 -21 -19 -17 10 
7 -20 -24 -22 -20 -19 9 

Change   -2 -1 2 6 
Note: Change is the difference between the achievement gap in a cohort of students’ most recent 
year of data as compared to their most distant year (following cohorts over time diagonally). 
 
 
While this approach is superior to looking at 
a single grade-trend over time, it still has a 
number of limitations that impact the types of 
inferences that can be made. Although 
students tend to move from one grade to the 
next together, it is by no means exactly the 
same group. As discussed later in this 
document, students who dropout tend to be 
low-performing and minority, thus inflating 
the mean score for minority groups and 
artificially closing the achievement gap in 

later grades. Furthermore, student mobility 
can impact estimates in any number of ways 
that cannot be predicted, in terms of students 
entering and leaving a school or district. 
Lastly, even if the estimates are accurate, this 
approach still cannot provide any explanation 
for why the gaps changed. Without knowing 
precisely which students were included in the 
estimates, it is impossible to account for 
differences in student educational 
experiences, and there are many. 

 
 
Panel Design 
 
Longitudinal panel designs, on the other 
hand, follow a fixed group of students over 
time. This means assessing the same group of 
students each year for a number of years. In 
doing so, panel designs allow direct 
inferences to be made about the change in 
achievement gaps over time. Particularly, 
by tracking the same students and gaining 
additional information about each student’s 
educational experience, panel designs allow 
for variation in scores to be attributed to 
certain shared or unique experiences. 

Minneapolis Pubic Schools27 REA staff 
conducted a longitudinal study with a student 
panel design who began 3rd grade in 2008, 
which aligns with the data used in the 
previous examples. By tracking the student 
panel each year from 2008 through 2012 as 
the students completed 7th grade, the study 
found that the Black-White achievement gap 
in reading scores was reduced from -25 to -
17, an eight point reduction, illustrated in 
Figure 7. 
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Figure 6. Average MCA-II reading scores for Black and White students from a 2008-2012 
longitudinal panel cohort. 
 
By measuring the same students every year, 
longitudinal panel designs are able to provide 
more accurate estimates of change in 
achievement gaps over time because they are 
not unduly influenced by changes in group 
membership. In this case, the longitudinal 
design revealed that achievement gaps in 
MPS showed greater reduction than what was 
inferred from the trend or cohort designs. 
Another advantage of panel designs is that 
reduction or expansion of gaps can be 
attributable to particular grades. 
 
In Figure 7, although the mean reading score 
for Black students shows a gradual upward 
trend over time, there is a bit of a dip in 4th 
grade. Thus, MPS may want to investigate 
what occurred in 4th grade that accounts for 
this dip. In addition, notice that part of the 
reduction in the gap is due to a decreasing 
average score for White students. It is only 
through longitudinal panel designs that these 
types of inferences can be made. 
 
The information presented in the example 
above has at least two potential limitations. 

First, attrition continues to be a challenge. 
Students may leave a school or district, 
reducing the number of students in a panel 
over time. There are two ways to deal with 
this. One is to begin with the specific 
students available in the most recent year (7th 
grade) and pull their data for previous years – 
so there is no change in student membership 
of the panel over time. Another option is to 
evaluate the difference in scores for student 
retained versus students who left to test 
whether there is a self-selection bias or 
difference in students who remain over time. 
 
Finally, these types of displays suggest that 
the point estimates are precise and without 
error, and that the scores are comparable over 
time (common scale). When panel analyses 
are conducted and the final group of students 
might be a sample of the beginning group of 
students (due to attrition over time), some 
indication of sampling error might be 
informative, by including error bars on the 
point estimates. For most analyses, schools 
and districts have population data – so no 
sampling error bars are necessary. But in 

-25 -21 -20 -18 -17 
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some cases, as in the earlier discussion of 
generalizability over other characteristics, 
error bars might facilitate inferences beyond 
a particular group of students at a particular 
point in time. Moreover, it might be useful to 
include error bars on point estimates that 
convey information about variability – to 
illustrate spread around a point. In these 
cases, error bars could represent a single 
standard deviation, to remind readers or 
audiences that there is variability, and in 
some groups, more variability than others. 
 
Finally, the MCA scores across grades are 
from different tests on different scales. 
Although the reporting metric (G50, where 
G=grade) is common, each grade-based test 
is scaled independently. Because of this, 
different levels of variability in scores might 
indicate lesser or greater differences across 

grades. One way to account for variation in 
score scales is to use the standardized mean 
difference d statistic, which adjusts for 
differences in score distributions across 
measures (grades) and time (years). This 
would provide a much stronger common 
metric for evaluating changes in achievement 
gaps for student panels as they progress 
through grades. 
 
State proficiency rates in Minnesota, for 
example, have shifted dramatically over the 
last 10 years as tests have changed to match 
new and more rigorous standards. This, in 
turn, can also skew changes in achievement 
gaps across these administrations due to 
shifting cut scores and range of measurement 
on the state tests, as well as opportunities to 
learn the new content. 

 

 

Take 

Away 

Point 

 
Cross-sectional designs are useful for describing score differences between groups 
at a given time; however, they are unable to provide information about trends over 
time that can be interpreted with certainty and clarity. In order to make inferences 
about changes in achievement gaps over time, a longitudinal design is required. 
Different longitudinal designs offer different levels of rigor in supporting strong 
inferences about changes in achievement gaps over time – from trend designs and 
cohort designs to panel designs, whereby the most rigorous design is the use of the 
same panel of students measured at each time point. 
 

 
 
Other Factors to Consider 
 
Changes to the Standards/Assessments 
 
Minnesota set new mathematics standards in 
2007 and reading standards in 2010. These 
were accompanied by new assessments in 
2011 and 2013 respectively, to properly 
measure the content in the new standards. 
When this occurs it is inappropriate to make 
comparisons from the old to new assessments 
because they are based on different content. 
 

State proficiency rates in Minnesota, for 
example, have shifted dramatically over the 
last 10 years as tests have changed to match 
new and more rigorous standards. This, in 
turn, can skew changes in achievement gaps 
across these administrations due to shifting 
cut scores on the state tests, as well as 
opportunities to learn the new content. 
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Student Mobility 
 
In 2013, 13% of students statewide changed 
schools mid-year with the rate varying 
widely across districts28. Mobile students are 
defined as the students who have transferred 
in or out of a school during a single year. At 
least three factors are closely associated with 
student mobility: family income, population 
density, and home ownership29. Although 
often associated with a residential move, it is 
estimated that 30-40% of school changes are 
related to other factors such as school 
environment, suspension and expulsion 
policies, and academic rigor30. Regardless of 
the reason for mobility, there are numerous 
studies negatively linking student mobility 
with academic achievement. Students that are 
highly mobile are more likely to be below 
grade level in both math and reading31. 
 
Mobility also affects more than just student 
achievement. Mobility is also negatively 
associated with attendance and school 
climate32 and excess staff stress33, though 
positively related to dropout rate34 and 
remediation-related costs35. 

Student mobility complicates the inferences 
that can be made from achievement gap 
estimates. When a student leaves one 
school to attend another, it is nearly 
impossible to account for the effect of each 
school on student performance and growth 
over time. In some cases, the school in 
which a student takes the MCA is responsible 
for the proficiency and growth of the mobile 
student, even if the student may have 
attended the school for less than 30 days. 
Consequently, depending on the intended 
interpretation and use of scores, additional 
validity evidence might be necessary before 
appropriate inferences can be drawn. This 
could include investigating the primary 
reasons accounting for the high mobility in 
the school and the length of time a student 
has attended the school prior to taking the 
MCA. Of course, the MN school 
accountability metrics are based on the 
presence of students in the testing school on 
October 1; which helps ameliorate some of 
the temporal concerns of mobile students. 

 
Dropout Rate 
 
Students who dropout are typically facing 
persistent academic challenges. Furthermore, 
dropout rates have been predominately higher 
among underrepresented populations (another 
form of achievement gaps is the graduation 
gap). As a result, this can lead to 
underestimating achievement gaps and 
overestimating school effectiveness for later 
secondary school grades by being unable to 
include these students in gap estimate 
calculations. As dropouts occur over school 
years, the student groups become more and 
more selective. In other words, low 
performing students self-select to dropout at 
a much higher rate. Before inferences about 
achievement gaps can be made about schools 

and districts with high dropout rates, group 
dropout patterns should be examined. If no 
group differences are observed in dropout 
rates, as unlikely as that may be, this 
provides validity evidence for the 
interpretation and use of scores in the later 
grades. If different patterns are observed 
across groups, these must be taken into 
account to support appropriate inferences. 
Particularly, one must ask: 
• What would achievement gaps and gap 

trends look like if more students from the 
dropout population were retained? 

• Would gaps remain the same? 
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Group Size 
 
The size of a student group will influence the 
precision with which achievement gap 
estimates can be calculated and the perceived 
change in gap scores. As an example, in 2012 
there were 10 7th grade students who 
identified as American Indian in District A. 
On the mathematics MCA, 50% of the 
American Indian students were proficient 
with a mean score of 750. In 2013, with these 
10 American Indian students now in 8th 
grade, their mean mathematics MCA score is 
850, but 90% of students are proficient. The 
mean score suggests consistent growth 
relative to state standards for students as a 
group between 7th and 8th grade, but if 
looking only at percent proficient, this looks 
like quite an impressive improvement. 
 
Such an instance occurs if student scores 
were close to the cut score in 7th grade and 
they performed similarly in 8th grade, but 
where most were just above the cut score. 
However, with four students scoring above 
the cut, we see a 40% increase in proficiency. 
Comparatively, if the same situation occurred 
in District B with 100 American Indian 
students, four students would yield only a 4% 
increase in percent proficient. This leads to 

dramatically different interpretations of 
change in achievement between Districts. 
 
Other estimation methods can be similarly 
impacted by small group sizes. If a higher 
performing American Indian student moves 
to District A and scores an 890 on the 8th 
grade mathematics MCA, her score alone 
could raise the mean group score from 850 to 
854. Likewise, if calculating the standardized 
mean difference in comparison to White 
students whose group mean is 855 and a state 
SD of 14, the gap shrinks from -0.36 SDs 
([850-855]/14) to -0.07 SDs ([854-855]/14). 
The interpretation of the achievement gap 
changes from a moderate gap to almost no 
gap because of the addition of one student. 
 
With small populations, variation in a single 
student can dramatically alter achievement 
gap estimates and the resulting inferences. 
Schools, districts, and states often do not 
report estimates for groups with less than 10, 
20, or sometimes even 40 students (as with 
NAEP), as well as to protect student identity. 
When building evidence for the interpretation 
and use argument, we must consider if a 
group is large enough to make appropriate 
conclusions about the aggregated scores. 

 
 

 

Take 

Away 

Point 

 
A number of factors can unduly influence achievement gap estimates and lead to 
inappropriate interpretations. In instances of high student mobility, it is difficult to 
determine which school is responsible for the performance of the mobile student. 
Similarly, high dropout rates can lead to inaccurate representation of the full 
student population, particularly when monitoring cohorts over time. Therefore, 
high mobility and dropout rates should be a signal that additional information is 
needed to provide relevant context. Also recognize that small group sizes can 
result in highly unstable gaps and trends. Ultimately, sensitivity checks need to be 
conducted to investigate the presence of such factors and great caution should be 
taken when interpreting and using achievement gap estimates when they exist. 
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Reporting and Communicating Results 
 
Taking direction from NCLB requirements, 
the practice of many states and school 
districts is to report achievement gaps in the 
form of state assessment proficiency rates 
across a five or 10 year span. This is driven 
by the goal of all students being proficient. 
However, if other goals are important, such 
as the growth of all students, then 
information describing score distributions 
over time is necessary. 
 
The primary objective is to match the 
estimation and reporting methods to the 
purpose and goals of communicating 
student achievement information. 
 

Beyond considerations of the appropriateness 
of various methods of estimation, which are 
presented above, additional factors should be 
taken into account when determining how to 
best communicate about achievement gaps, 
including:  
• Audience 
• Purpose 
• Complexity 
• Creativity 
• Measurement limitations 
• Use of multiple measures 
• School and district cultures 
• Community cultures. 

 
Audience and Purpose 
 
Each school, school district, and community 
has a wide range of expertise – or lack 
thereof – when it comes to understanding 
educational measurement concepts. Some 
stakeholders, such as parents or the school 
board, will take what is reported at face value 
and trust the conclusions presented to them 
regarding achievement gaps and student 
performance, regardless of the measurements 
used. Conversely, teachers, administrators, 
and others who often have more at stake with 
what is reported may desire a more in-depth 
explanation of how the estimates were 
produced. When it comes to audiences, the 
most important considerations are their level 
of expertise and related abilities to 
understand what is being presented, the level 
of trust the audience has in the presenter and 
what is being presented, and their need for 
the information and justification or deeper 
explanation. 
 
Additionally, the level to which we want 
these stakeholders to understand what we 
present – our purpose – may influence the 

measures and analyses we choose and how 
we present them. Our purposes may range 
from tracking gaps for school accountability 
reporting or to engage in a research effort to 
understand how gaps are composed and to 
identify related correlates. If we have a 
trusting lay audience and only desire for them 
to understand basic ideas about gaps (i.e. that 
they exist, that they have been around for a 
while, etc.), the data presented should be 
untransformed and the presentation should be 
as direct as possible. This could be 
accomplished with visual displays of average 
performance or percentages in each 
proficiency level, minimizing the use of 
statistical jargon and calculations or 
additional transformations. In cases where 
the audience is likely to believe whatever is 
presented, taking the messages literally, and 
this cannot be overstated, it is our 
responsibility to be accurate and 
transparent with the information 
presented regardless of the 
estimation methods used. 
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This means that even though percent 
proficient may be most easily understood, the 
use of percent proficient must be evaluated to 
determine whether it is an appropriate, 
meaningful, and useful manner to report 
results for a specific student group, school, or 
district – the role of context, when relevant, 
cannot be avoided to develop a simple 
message – particularly when that message is 
obscured by keeping it simple. Parsimony is 
an important goal to strive for in research and 
statistical modeling; however, if parsimony 
interferes with a more comprehensive 
understanding of the complex contexts 
surrounding achievement gaps, it fails in 
terms of accuracy and transparency. 

 
If, on the other hand, we have an audience 
that is not trusting or we need them to 
understand more complex aspects of gaps, it 
is important that we take the time to provide 
adequate background and training to ensure 
that everyone in the audience can reach the 
level of comprehension necessary. A more 
in-depth explanation includes explicitly 
describing the assumptions inherent in the 
analysis, the measures used and how the 
estimates were determined, and the 
measurement limitations that impact how we 
can interpret and use the information. In this 
scenario, the audience should have a clear 
understanding of the path that led to the 
conclusions presented. 

 
 

 

Take 

Away 

Point 

 
When determining how to report on achievement gaps, the following questions 
should be taken into consideration: 
• Who is my audience? 
• What is their area and level of expertise (education, statistics knowledge, 

etc….)? 
• How trusting is the audience of the presenter and the information presented? 
• What is my purpose for reporting? What do I need the audience to know? 

 
Regardless of the answer to these questions and the methods chosen to deliver the 
information, steps need to be taken to ensure that the information presented is 
appropriate for the intended interpretations and uses. 
 

 
 
 
Complexity 
 
One reason we often choose to communicate 
state proficiency rates over time is that it is a 
simple measure, commonly understood and 
trusted by most stakeholders. However, this 
does not mean that it is the best metric for the 
purposes of improving practice and policy. 

An important consideration when 
determining what metric to use and report is 
the level of precision required in the analysis 
and the ability to convey information about 
variability and changes in variability over 
time. 
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Precision 
 
Proficiency is not a precise measure of 
student achievement – it is a course 
categorization of an underlying continuum. 
Proficiency helps communicate whether 
students have attained a specific level of 
achievement on the scale of measurement, 
but it does not communicate information 
about the absolute levels of student 
achievement or the variability in 
achievement. In other words, it does not give 
the full picture of what students know and 
can do, only that they are on one side or the 
other of one point on the scale. If our purpose 
is to communicate, with some precision, how 
gaps in achievement are changing over time, 
examining changes in proficiency rates will 
not capture changes that occur on either side 
of the proficiency cut score. 
 
If the audience and purpose of reporting 
suggest that presenting more complex metrics 
is unsuitable, one alternative is to back up 
simple measures with complex ones that are 

not presented. For example, we might look at 
scale scores across different versions of the 
test over time and more deeply explain 
variation in the simple proficiency rates. We 
may make the decision to share the gaps in 
proficiency rates across administrations, then 
augment this information with statements or 
graphical displays of how groups differ on 
the score scale. For example, we can report 
increasing (or decreasing) scores within each 
proficiency level, rather than only report the 
percent in each level. 
 
Take the opportunity to educate stakeholders 
on the nature of the complexity, being direct 
about the potential misleading nature of 
simple analyses and offering to provide the 
more complex analyses with those who 
desire to see it. We do not do our audience 
justice (students, communities, educators, 
school leaders, etc.) when we obscure 
information under the excuse of complexity. 

 
Supporting Indicators 
 
Although this does not increase precision in 
any way, an alternative to reporting on test 
score gaps is to tie achievement gaps to other 
meaningful indicators. Graduation, for 
example, is a desired student outcome for 
school districts and an important component 
of the MMR and WBW. Although graduation 
rates are subject to policy changes, such as 
requiring (or abandoning the requirement of) 
graduation assessments (e.g. GRAD), they 
offer a measure of how well schools and 
districts are meeting this goal. Other factors 
include dropout rate, college enrollment rate, 
availability of college-planning support, 
attendance, student discipline, or measures of 
social-emotional learning available through 
the Minnesota Student Survey36. 

Information from these indicators can be 
used to supplement achievement gap 
estimates from test scores to provide 
converging evidence towards a given 
conclusion. As with gap estimates from test 
scores though, the collection and calculation 
of values from these related variables must be 
appropriate for the intended purposes. 
 
Indicators such as these speak to the success 
of students as they find their way through the 
educational pipeline from early childhood 
through postsecondary education. We need to 
attend to the full range of educational 
successes from cradle to career. 
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Variability 
 
Monitoring variability over time is also an 
important metric relevant to school-based 
efforts to address achievement gaps. As noted 
earlier, individual differences will always 
exist, but since a major component of 
individual differences is a function of group 
membership, this component of variability is 
inequitable and the target of significant 
reform efforts (total variance is the sum of 
variance within and between groups). 
 
Schools that face some of the most 
significant challenges in achievement gaps 
also see greater variability in student 
achievement. 
 

Clearly, the teacher that enters the classroom 
where students vary more in what they know 
and can do will face significantly more 
complex challenges than the teacher where 
students are relatively homogenous in 
achievement. 
 
Consider the magnitudes of MCA standard 
deviations (SD) in three contexts, the 
statewide SD and those in Minneapolis 
Public Schools and St. Paul Public Schools 
(Table 10). Observe that the variability in 
these two urban districts is larger than what 
we find across the state as a whole – 
increasing the challenge facing schools in 
meeting the educational needs of all students. 

 
Table 10 
2013 6th Grade Mathematics & Reading MCA Standard Deviations 
 
 State SD MPS SD SPPS SD 
Mathematics 13.5 16.9 15.1 
Reading 17.5 21.2 18.6 

 
This is such an important area, it is treated 
more in depth in the following section of this 
document. There, preliminary results of an 

ongoing study, in cooperation with MDE, are 
reported. Reports of this work will be 
available mid-201637. 

 
 

 

Take 

Away 

Point 

 
In addition to being attuned to the purpose and audience of communication efforts, 
consider the desired and appropriate level of precision. Simple measures, such as 
proficiency rate, lack precision. Therefore, when a more nuanced gap analysis is 
preferred, a more complex estimation method is necessary. To support 
communication of complex information, consider providing information about 
supporting additional important indicators at the same time. In addition, consider 
providing information about variability of student achievement, both within and 
between relevant groups of students. 
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Creativity 
 
One way to help stakeholders with limited 
knowledge of statistics and educational 
measurement to understand concepts of 
statistical and practical significance, as well 
as simpler ideas like group size, is to use a 
combination of graphical displays, charts, 
and tables. The displays of standardized 
mean differences, illustrating achievement 
disparities, are complex for those who will 
struggle with the effect size metric. 
 

In order to effectively communicate the 
results, it might require a little creativity. 
Even when attempting to think outside the 
box, a few guiding principles must be 
maintained: accuracy, parsimony, and 
transparency. Even the most creative visual 
display is rendered useless if it leads the 
audience to improper conclusions or is too 
convoluted to be interpreted easily. Some 
examples are offered here, but they are by no 
means a comprehensive list. 

 
Simple Tables of Differences 
 
When looking at gaps in proficiency on a 
state test, we might display all gap values 
(i.e. differences in mean scores) by grade-
level and color cells with different shades of 

red or green to align with specific 
standardized effect size differences, such as 
Table 11 below. 

 
Table 11 
Differences in Scale Scores between Students of Color and White Students on the 4th Grade 
Reading MCA 
 2009 2011 2013 
Black -14 -13 -13 
Hispanic -13 -12 -12 
Asian -7 -6 -5 
American Indian -11 -12 -12 
State SD 16 16 15 

Note: Indicates an effect size < -0.80, between -0.80 and -0.40, and > -0.40. 
 
We could similarly do this over time for a 
single grade with the first year used in the 
comparison as the baseline. Score differences 
are not comparable across grades because 
each grade-specific test is scaled 
independently (with different means and 
variability). When creating displays, be 
mindful of individuals with color blindness 

or other related visual challenges. Instead of 
using color shading for magnitudes of effect 
sizes or group sizes, we could alter the font 
size. Illustrating group size differences offers 
an opportunity to inform the audience how 
small group sizes can show big changes from 
year to year – small groups produce less 
stable results. 
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Reporting Odds Ratios 
 
Odds ratios are a way to convert gaps in 
proficiency rates into another interpretative 
frame. Reporting dichotomous data in terms 
of odds can make the differences in 
proficiency rates concrete and more practical. 
 
For example, it would lead to statements such 
as: “White students are 1.9 times more likely 
to Meet Standards than Students of Color” or 
something similar. However, this doesn’t 

necessarily make the results more 
interpretable and may confuse the message 
for some stakeholders. For instance, since 
odds are generally associated with gaming or 
gambling, some may begin to think that 
proficiency contains an element of 
randomness or luck. Because of this, methods 
to convert proficiency rates into odds are not 
presented here, although techniques are 
readily available online38. 

 
Alternate Graphical Displays 
 
If, as a district, we have established goals for 
gap closure, we might include lines on 
graphs that show the target, giving 
stakeholders an idea of progress over time. 
Targets provide the audience with a way to 
easily evaluate the metrics presented to them 
and when they are established by 
stakeholders, they make it easier for the 
audience to trust what is presented. This may 
be particularly useful in the context of 
World’s Best Workforce reporting 
requirements. 
 
Another way to creatively provide a way for 
the audience to evaluate gaps is to provide 
normative comparisons. For example, a 
district might compare district-level gaps to 
state gaps over time. This has an added 
advantage of accounting for external threats 
to validity, such as changes in state tests, 
because those changes would likely show up 

in the state data as well. A district could also 
consider illustrating gaps relative to similar 
districts or schools (Dr. Heistad, 
Bloomington Public Schools, has presented 
cross-district comparisons of achievement to 
MAG). Such comparisons help provide a 
reference group (as long as that reference 
group is appropriate and relevant) and a sense 
of progress, or lack thereof, by eliminating 
other threats to validity (e.g., “we are not like 
everyone else”). 
 
As a final note, Internet and software-based 
data visualization tools are rapidly 
improving and become very powerful and 
effective means of representing data in a 
stimulating, yet meaningful way. Some of the 
programs are rather intuitive whereas others 
have a bit of a learning curve. A few that are 
worth experimenting with are Tableau, 
Weave, and the ggplot2 package in R39. 

 

 

Take 

Away 

Point 

 
In order for creativity to be helpful, it must not be taken too far. A simple rule for 
presenting any data is that it should not present too much information at once. 
Charts and tables provide an efficient way to communicate information about 
gaps, but too much information can make it impossible for the audience to walk 
away remembering what they just saw or end up misrepresenting the intended 
interpretations. 
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Measurement Limitations 
 
Investigating and accounting for 
measurement limitations is of the utmost 
importance when estimating and 
communicating about achievement gaps. For 
trusting audiences, this will discourage 
misuse of the data. For untrusting audiences, 
this will provide credibility and transparency. 
 
We have already discussed a number of 
measurement limitations, but some are worth 
emphasizing because they are commonly 
overlooked. For instance, proficiency cut 
scores can skew results when group mean 

scores are near cut scores because large 
numbers of students can cross over the cut 
score from year to year, simply due to 
measurement error. For audiences, this might 
appear as if gaps are shrinking or expanding 
significantly from year to year when, in 
actuality, comparing mean scale scores might 
reveal that gaps remain consistent. 
 
Likewise, when group size is small, one or 
two students can make a noticeable impact on 
group-level data leading to improper 
inferences.  

 
 
Sources of Error 
 
Usually, the intent in measuring student 
achievement is to make statements about 
what students know and can do, but not 
restricted to the specific items on the test, the 
specific conditions of administration on the 
day of the test, or the specific characteristics 
of the student on that particular day. The 
interpretation is typically much broader, 
generalizing across all items that could have 
been asked about the domain (content 
standards) and over a relatively broader time 
period and conditions. 
 
Test scores don’t naturally contain error, in 
and of themselves, until we attempt to make 
inferences that go beyond the specifics of the 
testing event. When generalizations are 
brought into the interpretations of scores, 
which always happens, error is introduced 
into the score interpretation. Consequently, 
evidence must be provided to demonstrate 

that various sources of error do not unduly 
impact interpretation. 
 
If interpretation of an assessment score is 
meant to generalize over items in the domain 
or content standards: 
• Requires stability of scores over different 

items. 
• Evidence can come from estimates of 

internal consistency or the reliability 
estimates of alternative forms of the 
assessment. 

If interpretation of an assessment score is 
meant to generalize over time: 
• Requires stability of scores over time. 
• Evidence can come from test-retest 

reliability over the relevant time period. 
Collecting test-retest reliability evidence is 
often challenging because it requires the 
passage of time in the absence of 
intervention or learning. 
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Measurement Error 
 
There are two types of measurement error:  
systematic and random. Systematic error 
stems from problems with the assessment, 
data collection, or scoring procedure. This 
includes, but is certainly not limited to: 
• Test wiseness 
• Limited English language proficiency 
• Unfairly speeded tests 
• Improper administration procedures 
• Incorrect scoring key 
Efforts should be taken to identify and 
eliminate systematic measurement error. 
While the onus is largely on the test 
developer to design a high-quality assessment 
and appropriate scoring procedure, it is often 
the responsibility of schools and districts to 
ensure that administration and collection of 
the assessments is appropriate and uniform. 
 
Unlike systematic measurement error, 
random measurement error – those 
conditions that randomly fluctuate over a 
hypothetical set of multiple testing situations 
such as mood or focus - is impossible to 
eliminate. However, instead of ignoring it, 
scores must be reported in a way that 
acknowledges errors of measurement, such as 
confidence intervals associated with scores. 
 
Point estimates, like percent proficient or 
mean scores, are subject to both systematic 
and random measurement error. Whereas 
random error is represented in variability in 
scores over repeated testing (standard errors 
of measurement), systematic error is captured 
in the hypothetical true score and it will 
always be present over repeated testing. 
Since true ability is not expected to change in 
a short period of time, if a student 
hypothetically took a test multiple times, the 
variance of a single student’s scores over 
repeated testing is random measurement error 
variance. The standard deviation of these 

repeated scores (for an individual) is the 
standard error of measurement (SEM). 
Theoretically, these random errors are 
normally distributed with a mean of zero and 
a standard deviation (i.e., the SEM). The 
SEM is a tool to interpret the score of an 
individual student. Over large samples of 
students random measurement error tends to 
cancel out, but systematic error will impact 
the overall performance level of the group. 
 
To illustrate the complexity of interpreting 
point estimates given the inevitability of 
measurement error, consider all 4th grade 
students and their MCA reading scores. The 
mean score can be estimated easily. If the 
students took the assessment again, 
systematic error would likely impact student 
scores in the same manner as the first testing. 
As a function of random error, it is likely that 
most students will not receive the same score. 
Of the students who originally scored at the 
mean of the test, some will score higher and 
some will score lower. For students who 
originally scored above the mean, some will 
score higher the second time, but more will 
score lower because the unreliability of test 
scores commonly produces a regression to 
the mean effect. Similarly, for students who 
originally scored below the mean, some will 
score lower, but more will score higher (i.e., 
closer to the mean). Whereas random 
measurement error adds variability to the 
scores, it does not affect the mean score. 
 
Systematic error does affect the mean score, 
but its effect will not change upon repeated 
testing. Therefore, given similar testing 
conditions and a parallel form of the reading 
MCA, the score distribution will remain the 
same with the same mean and standard 
deviation even though nearly every student 
will obtain a different score. 
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Score Interpretation 
 
This document focuses on guidance 
regarding score interpretation, from the initial 
considerations of estimation choices to 
reporting. However, in the context of 
measurement limitations, we can provide 
more direct guidance to support meaningful, 
appropriate, and useful score interpretation. 
Below, we present advice from the National 
Academies Board on Testing and Assessment 
and Minnesota’s own MCA Technical 
Manuals. This includes two pieces of advice: 
 
A test score should never be used in 
isolation for decision making at any level. 
 
Scores should not be interpreted without 
consideration of relevant measurement 
errors. 
 
This second point is often misunderstood and 
underestimated. We typically interpret test 
scores without considering measurement 
error. When informed, we include some 
notion of measurement error. The MCA 
Technical Manuals provide the standard error 
of measurement (SEM) for every score on 
each test. The MCA score reports include 
error bands on the strand scores. These errors 
of measurement reflect error due to sampling 
items from a larger content domain (the 
possible pool of items we could draw from to 
create a test). They reflect how much scores 
might vary if a student was administered a 
different sample of items (technically 
equivalent to sampling error – error due to 
sampling items). We really don’t restrict our 
interpretation of scores to the specific sample 
of items on the test, but to the domain from 
which the items were selected – the content 
standards for the grade and subject. 
 
Similarly, we don’t restrict interpretation of 
scores to the specific point in time the test 

was administered, but over a longer period of 
time. We generalize test performance over 
time, from the point of testing well into the 
next year (what do students know and what 
can they do). However, this generalization of 
scores over time introduces error – error due 
to untested change over time. This error is 
not captured by the SEM reported in the 
Technical Manuals or score reports. Notice 
that the more we expect of scores and the 
more we generalize over conditions of 
measurement, we introduce more 
measurement error in score interpretation40. 
 
Additional sources of error are introduced 
through standard setting (setting the cut score 
for proficiency). All methods for setting cut-
scores involve human judgement. In all 
cases, judges do not agree on the exact 
location of the cut scores. This variability 
introduces error in the selection of the cut 
score to identify proficient levels of 
performance. And, as new test forms are 
introduced from year to year, forms are 
equated to adjust for differences in difficulty. 
This equating, or statistical adjustment to test 
scores to make them comparable introduces 
error (equating error). These sources of error, 
due to estimating cut scores and to equating, 
are not captured in the SEM reported in the 
Technical manuals or score reports. 
 
Sources of error impacting the precision and 
interpretation of test scores include: 
1. Sampling items from the domain or pool 

of possible items. 
2. Generalizing what students know and can 

do over time. 
3. Locating the cut-score at the appropriate 

level of performance. 
4. Equating scores on tests over time to 

secure score comparability. 
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Cautions from the National Academies 
 
In 2009, the National Academies41 published 
their letter to the US Department of 
Education regarding the proposed regulations 
for the Race to the Top initiative. The 
National Academies consists of the nation’s 
leading advisors on Science, Engineering, 
and Medicine, and also includes the Board on 
Testing and Assessment (BOTA) – some of 
the preeminent experts and thought leaders in 

testing and assessment. In that letter, BOTA 
urged the Department to be consistent with 
measurement theory and particularly aware 
of how some regulations can prevent valid 
test score interpretations and uses. The letter 
provides reminders of core measurement 
principles – a few are reviewed here. Many 
of these comments can also be found in their 
report: Lessons Learned about Testing42. 

 
 
In a general response regarding the reliance on testing in educational reform: 
 

A test score is an estimate rather than an exact measure of what a person knows and can 
do. The items on any test are a sample from some larger universe of knowledge and 
skills, and scores for individual students are affected by the particular questions 
included. A student may have done better or worse on a different sample of questions. In 
addition, guessing, motivation, momentary distractions, and other factors also introduce 
uncertainty into individual scores. When scores are averaged at the classroom, school, 
district, or state level, some of these sources of measurement error (e.g., guessing or 
momentary distractions) may average out, but other sources of error become much more 
salient. Average scores of groups of students are affected by exclusion and 
accommodation policies (e.g., for students with disabilities or English learners), retest 
policies for absentees, the timing of the test over the course of the school year, and by 
performance incentives that influence test takers’ effort and motivation. (p. 3) 
 
We encourage the Department to pursue vigorously the use of multiple indicators of what 
students know and can do. A single test should not be relied on as the sole indicator of 
program effectiveness. This caveat applies as well to other targets of measurement, such 
as teacher quality and effectiveness and school progress in closing achievement gaps. 
Development of an appropriate system of multiple indicators involves thinking about the 
objectives of the system and the nature of the different information that different 
indicators can provide. Such a system should be constructed from a careful consideration 
of the complementary information that is provided by different measures. (p. 4) 
 

 
In response to the use of data to improve instruction: 
 

The choice of appropriate assessments for use in instructional improvement systems 
is critical. Because of the extensive focus on large-scale, high-stakes, summative 
tests, policy makers and educators sometimes mistakenly believe that such tests are 
appropriate to use to provide rapid feedback to guide instruction. This is not the case. 
(p. 10) 
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Tests that mimic the structure of large-scale, high-stakes, summative tests, which 
lightly sample broad domains of content taught over an extended period of time, are 
unlikely to provide the kind of fine-grained, diagnostic information that teachers need 
to guide their day-to-day instructional decisions. In addition, an attempt to use such 
tests to guide instruction encourages a narrow focus on the skills used in a particular 
test—“teaching to the test”—that can severely restrict instruction. Some topics and 
types of performance are more difficult to assess with largescale, high-stakes, 
summative tests, including the kind of extended reasoning and problem solving tasks 
that show that a student is able to apply concepts from a domain in a meaningful way. 
The use of high-stakes tests already leads to concerns about narrowing the 
curriculum towards the knowledge and skills that are easy to assess on such tests; it 
is critical that the choice of assessments for use in instructional improvement systems 
not reinforce the same kind of narrowing. (p. 10-11) 
 
BOTA urges the Department to clarify that assessments that simply reproduce the 
formats of large-scale, high-stakes, summative tests are not sufficient for instructional 
improvement systems. The multiple choice format in particular lends itself more 
easily to measuring declarative knowledge than complex “higher-order” cognitive 
skills. Instructional improvement systems that rely heavily on such item formats may 
reinforce a tendency to narrow instruction to reflect little more than tested content 
and formats. (p. 11) 

 
 
Cautions from the 2013-2014 Technical Manual for Minnesota’s Title I and Title II Assessments 
 
Minnesota’s own MCA Technical Manual43 
provides important guidance regarding test 
use and score interpretation (in addition to 
comprehensive details regarding test 

development, scoring, scaling, and 
administration). In the Purpose statement of 
the manual, it asserts a purpose for the MN 
educational assessment program: 

 
 

Improved student learning is a primary goal of any educational assessment program. 
This manual can help educators use test results to inform instruction, leading to 
improved instruction and enhanced student learning. In addition, this manual can 
serve as a resource for educators who are explaining assessment information to 
students, parents, teachers, school boards and the general public. (p. 9) 

 
 
Regarding reported scores and score interpretation: 
 

As with any large-scale assessment, the Minnesota Assessments provide a point-in-time 
snapshot of information regarding student achievement. For that reason, scores must be 
used carefully and appropriately if they are to permit valid inferences to be made about 
student achievement. Because all tests measure a finite set of skills with a limited set of 
item types, placement decisions and decisions concerning student promotion or retention 
should be based on multiple sources of information, including, but not limited to, test 
scores. (p. 72) 
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Regarding appropriate score use: 
 

The tests in the Minnesota Assessment System are designed primarily to determine school 
and district accountability related to the implementation of the Minnesota standards. 
They are summative measures of a student’s performance in a subject at one point in 
time. They provide a snapshot of the student’s overall achievement, not a detailed 
accounting of the student’s understanding of specific content areas defined by the 
standards. Test scores from Minnesota assessments, when used appropriately, can 
provide a basis for making valid inferences about student performance. The following list 
outlines some of the ways the student scores can be used. 

• Reporting results to parents of individual students 
The information can help parents begin to understand their child’s academic 
performance as related to the Minnesota standards. 

• Evaluating student scores for placement decisions 

The information can be used to suggest areas needing further evaluation of student 
performance. Results can also be used to focus resources and staff on a particular group 
of students who appear to be struggling with the Minnesota standards. Students may also 
exhibit strengths or deficits in strands or substrands measured on these tests. Because the 
strand and substrand scores are based on small numbers of items, the scores must be 
used in conjunction with other performance indicators to assist schools in making 
placement decisions, such as whether a student should take an improvement course or be 
placed in a gifted or talented program. (p. 77) 

 
 
Regarding score interpretation for individual students: 
 

Individual student test scores must be used in conjunction with other performance 
indicators to assist in making placement decisions. All decisions regarding placement 
and educational planning for a student should incorporate as much student data as 
possible. (p. 78) 

 
 
Regarding cautions for score use and measurement error: 
 

When interpreting test scores, it is important to remember that test scores always contain 
some amount of measurement error. That is to say, test scores are not infallible measures 
of student characteristics. Rather, some score variation would be expected if the same 
student tested across occasions using equivalent forms of the test. This effect is due partly 
to day-to-day fluctuations in a person’s mood or energy level that can affect performance 
and partly a consequence of the specific items contained on a particular test form the 
student takes. … Nevertheless, measurement error must always be considered when 
making score interpretations. (p. 80) 
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Regarding the use of objective/strand-level information: 
 

Strand or substrand level information can be useful as a preliminary survey to help 
identify skill areas in which further diagnosis is warranted. The standard error of 
measurement associated with these generally brief scales makes drawing inferences from 
them at the individual level very suspect; more confidence in inferences is gained when 
analyzing group averages. When considering data at the strand or substrand level, the 
error of measurement increases because the number of possible items is small. In order 
to provide comprehensive diagnostic data for each strand or substrand, the tests would 
have to be prohibitively lengthened. Once an area of possible weakness has been 
identified, supplementary data should be gathered to understand strengths and deficits. 
(p. 81) 

 
 
 
Test scores might indicate the need for 
additional assessment or evidence or 
information. Sometimes, such additional 
information can come in the form of 
qualitative information – potentially simply 
in the form of teacher or parent reports. In 
other cases, we could utilize classroom 
evidence in the form of class projects, 
assignments, homework, or classroom tests. 
For nearly any decision, multiple sources of 
information based on multiple types of 

information (quantitative and qualitative) 
will enhance the appropriateness of the 
decision. 
 
In this way, multiple measures can reduce 
the impact of measurement error on any 
single measure. Through a combination of 
multiple measures, a more certain, richer 
description of student achievement can be 
produced, reducing the effects of error on 
the ultimate interpretations and decisions. 

 
 
 

 
Take 

Away 

Point 

 
Because of the many sources of error in scores and score interpretation, there is a 
core principle in educational and psychological measurement and a clear 
expectation in the Testing Standards (AERA, APA, & NCME, 2014), that 
 
no decision should be based on the result of a single measure for any purpose. 
 
In addition, both the advice from the National Academies and the Minnesota MCA 
Technical Manual urges score users to combine test scores with other information 
for nearly all potential uses. 
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Exploring Variability in MCA Performance 

 
A research version of the 2013-2014 MCA student score file was obtained from MDE for the 
purpose of exploring variability in student performance – through a data-sharing agreement (9-
29-2015) with the University of Minnesota. These data were combined with school-level data 
from the National Center for Education Statistics and the 2013 Minnesota Student Survey. 
 
A report will be generated and made available to MAG when completed44. Some of the research 
questions that will be investigated in this study include: 
• How much variation in student achievement is within versus between schools? 
• How much variation is a function of student characteristics? 

o To what extent are factors like race, SES, LEP, or gender explaining variation? 
o Do student characteristics function the same way across schools? 

• How much variation is a function of school characteristics? 
o How much does school composition matter? 
o Are there malleable school factors that explain variation in achievement? 

 
Also, with the addition of the NCES Common Core Data file with school-level information, this 
study will be expanded to include an analysis of the role of school composition on achievement 
gaps, replicating the IES study45 of NAEP data relative to school (racial) composition. For that 
part of the study, the following goals will be addressed: 
 
• Describe and explore the role of student of color density and school composition more 

generally 
• Explore the association between school composition and achievement and achievement gaps 
• Account for student characteristics and school characteristics and potential gender 

differences 
• Explore the extent to which achievement gaps can be attributed to within-school versus 

between-school differences 
 
These explorations have implications for the equitable distribution or equitable use of key 
education resources across schools to reduce achievement gaps. 
 
The following graphical displays are offered as examples of illustrating variability, some include 
information about the standard error of measurement (SEM). When there is a 1 SEM confidence 
interval, this is at the 68% confidence level. When there is a 2 SEM confidence interval, this is at 
the 95% confidence interval – recognizing that there is less precision in a score to gain greater 
confidence in the location of a student’s score. 
 

1. The first row of figures illustrates student score distributions in two hypothetical schools, 
which differ in terms of student variability in achievement. 

2. The second row of figures illustrates the distribution of school means and school SDs. 
3. The third row illustrates the school means with text-boxes locating the means of each 

racial/ethnic group. 
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Examining Variability Within and Between Schools in Grade 3 Reading MCA Scores 
 

  
Hypothetical School A, Grade 3 Reading 
n = 61, M = 348, SD = 25, ±1 SEM (68% CI) 
 

Hypothetical School C, Grade 3 Reading 
n = 46, M = 358, SD = 12 
 

  
Grade 3 Reading School Means 
for schools with n ≥ 10 
 

Grade 3 Reading School Standard Deviations 
for schools with n ≥ 10 
 

 

 
 
 
 
 
 
 
 
 
2015 MCA Grade 3 Reading 
Distribution of School Means 
With Race/Ethnicity Means 
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Examining Variability Within and Between Schools in Grade 8 Mathematics MCA Scores 
 

  
Hypothetical School A, Grade 8 Mathematics 
n = 193, M = 846, SD = 18, ±2 SEM (95% CI) 
 

Hypothetical School B, Grade 8 Mathematics 
n = 67, M = 853, SD = 7 
 

  
Grade 8 Mathematics School Means 
for schools with n ≥ 10 
 

Grade 8 Mathematics School SDs 
for schools with n ≥ 10 
 

 

 
 
 
 
 
 
 
 
 
2015 Grade 8 Mathematics 
Distribution of School Means 
With Race/Ethnicity Means 
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The first findings from the special study of 
2013-14 MCA student achievement in 
Minnesota allows us to report the extent to 
which variability in student achievement is 
within versus between schools. We find that 
a moderate amount of variation is between 
schools, indicating the potential for school 

factors to impact student achievement. For 
both Mathematics and Reading achievement, 
the proportion of variance between schools is 
relatively stable across grades. In addition, 
the proportion of variance between schools is 
greater for mathematics achievement than for 
reading achievement. 

 
 
Table 12 
2014 MCA Mathematics Scores – Variance Within and Between Schools 
 

Grade # Students # Schools Mean 
Score 

Variance 
Between 

Variance 
Within 

Proportion 
V(Between) 

3 59825 862 357.14 46.96 202.52 .19 

4 60221 854 457.23 60.67 254.65 .19 

5 58139 826 551.38 31.48 141.85 .18 

6 56326 594 650.02 38.05 156.60 .20 

7 57068 509 749.52 21.17 108.44 .16 

8 55867 505 850.70 29.70 154.92 .16 

11 52982 430 1147.75 48.96 234.05 .17 
 
 
Table 13 
2014 MCA Reading Scores – Variance Within and Between Schools 
 

Grade # Students # Schools Mean 
Score 

Variance 
Between 

Variance 
Within 

Proportion 
V(Between) 

3 59717 862 351.57 62.48 350.78 .15 

4 60107 854 449.99 37.72 195.23 .16 

5 57846 826 554.28 32.77 169.48 .16 

6 56203 594 652.59 41.76 254.99 .14 

7 57163 509 749.81 40.75 260.83 .14 

8 56139 505 849.87 38.56 260.53 .13 

11 55390 430 1051.66 25.95 189.30 .12 
 
Note: These results include only NCES designated Type-1 (regular) schools and excludes Virtual 
schools. 
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Final Thoughts 
 
 
This document provides guidance on the 
estimation and reporting of achievement gaps 
and the complex persistent challenges that 
schools and communities face in response. 
As always, educators and professionals in 
research, evaluation, and assessment roles 
have an opportunity to improve data and 
assessment literacy of their constituencies. 
 
In doing so, we accept the responsibility to be 
informed regarding sound practice to 
improve data use in schools and communities 
and abide by professional standards for data 
analysis and communication. Two important 

sources of these standards include the 
Standards for Reporting46 and the Standards 
for Educational and Psychological Testing47. 
 
Here we clarify the importance of continuing 
to improve data and assessment literacy in 
relevant constituencies, the goal of improving 
data use, the importance of evaluating all 
data-based reports for public consumption, 
and the need for greater understanding of 
validity as it relates to the evidence 
supporting test score interpretation and use. 
These components are also data/assessment 
literacy and use goals of Generation Next. 

 
 
Data & Assessment Literacy 
Data constitute the essential ingredients for 
evidence-based practice, quality program 
design, and effective policy development. 
Because of this, it is important that data are 
appropriate, meaningful, and useful. Any 
serious effort to address disparities in 
education, health, and other important arenas 
to promote the success of every young 
person, must adopt a principled approach to 
data collection, analysis, and reporting. 
 
Research, evaluation, and assessment 
professionals can proactively enhance the 

understanding of data and data-based reports 
among all stakeholders, including policy 
makers, educators, community leaders, 
families, and youth themselves. In improving 
data and assessment literacy among all 
stakeholder communities, we can enhance the 
communication and understanding of the 
magnitudes of achievement gaps, the 
contexts in which they are manifested, and 
the monitoring of progress. In improving data 
and assessment literacy, we can improve data 
use and enhance data-driven decision 
making. 

 
 
Data Use 
To promote the effective use of data, we must 
understand its quality and the extent to which 
it is appropriate, meaningful, and useful. 
Research, evaluation, and assessment 
professionals are well positioned to evaluate 
the quality of data sources; ensure the 
appropriate, meaningful, and useful 
presentation of data; and monitor and 
promote the use and application of data and 

data-based reports. But to support these 
efforts, we must simultaneously promote and 
develop greater data and assessment literacy 
across stakeholder groups. We are driven by 
a set of principles and standards regarding 
data use and fair test use48. These principles 
inform our work and define the bases for 
evaluating the selection, collection, analysis, 
reporting, and use of data. 
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Evaluation to ensure Warrants & Transparency 
Regarding the collection, analysis, and 
reporting of data, we strive to meet two 
fundamental requirements. These are based 
on the professional standards for empirical 
research by the American Educational 
Research Association and have been adopted 
by the Minnesota Education Equity 
Partnership and Generation Next to enhance 
equitable dissemination, interpretation, and 
use of research on Minnesota educational 
outcomes. 
 

1. Data-based reports of findings, conditions, 
and change should have sufficient 
warrants; that is, sufficient evidence 
should be reported to support and justify 
results, conclusions, and 
recommendations. 

2. Data based reports of findings, conditions, 
and change should be transparent; reports 
should clearly explain the logic of inquiry, 
concrete definitions of the variables or 
measures, the methods of data collection 
and data analysis, and how these result in 
the clearly defined outcomes as reported. 

 
 
Validity & Validation 
We operate on the foundational basis of 
validity: the degree to which evidence and 
theory support test score interpretation and 
use. Validation is the collection of relevant 
evidence to support score interpretation and 
use. In all evaluations of data reports, it is 
important to evaluate the utility of the reports 
based on the available validity evidence. We 
strive to maintain high expectations for 
ourselves in this regard and promote the use 
of high quality data to inform and monitor 
progress on school, district, and state goals 
(e.g., WBW). These principles should be 
included in efforts to improve data and 
assessment literacy among stakeholders. 
Among the many tasks and goals we face to 
meet these numerous responsibilities, the 
following are core commitments: 
 

1. Data will be collected for clearly stated 
purposes and uses, for which validity 
evidence exists. 

2. Efficiency, effectiveness, and equity 
principles will drive improvement efforts 
regarding data collection, reporting, and 
use. 

3. Collection and reporting strategies will be 
periodically reviewed, on the above 
principles. 

4. Data will be employed in a positive 
manner for continuous improvement, not 
as part of a negative campaign or for 
blaming. 

5. Unused data will be reviewed for 
appropriateness, meaningfulness, and 
usefulness, and data collection tools will 
be modified if possible or eliminated. 
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